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Abstract

In this paper, we present a model that can be viewed as an extension of the traditional Tobit model. In contrast to that specific model, our model also accounts for the fixed costs of car ownership. This extension is required because being carless is an option for many households in societies that have good public transportation systems, the main reason being that carless households wish to save the fixed costs of car ownership. As yet, no existing model is able to map the impact of these fixed costs on car ownership adequately. By using the modelling framework, we are able to overcome this limitation. Our model is based on an indirect utility function corresponding to a log-linear Marshallian demand function; it includes the fixed costs of car ownership. By using this model, we are able to evaluate the effect of policies intended to influence household behaviour with respect to car ownership and use, which can be of great interest to policy makers. Our model enables us to compute the effect of policies such as taxes on fuel or on car ownership on both the share of carless households and the average driving distance.

We calibrated the model using data on Swiss private households in order to be able to forecast responses to policies. We will compare the results with those of a model based on a direct utility function calibrated using the same data.
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Introduction

It is of great interest to policy makers to be able to examine the effect of policies intended to influence household behaviour with respect to car ownership and use. So far, several attempts have been made to model household decisions on car ownership and use in order to simulate the outcome of such policies. Unfortunately, all existing modelling techniques have significant drawbacks. The purpose of this new modelling approach is to overcome some of these drawbacks.

Overviews of models for car ownership can be found in de Jong et al. (2004) and Anowar et al. (2014). Both of these reviews also contain a section on models that simultaneously explain car ownership and car use as a discrete-continuous problem.

The drawbacks of existing modelling techniques can be summarised as follows: the OLS fails to map carless households. The Tobit model is unable to map the impact of fixed costs. The sample selection model fails due to the lack of an instrumental variable: there is no variable that influences only the choice of whether or not to own a car whilst not influencing the demand for driving at the same time. An interesting candidate for solving this problem is the Discrete-Continuous Choice model, introduced by Dubin and McFadden (1984). This model can be used to explore the ownership of certain car types and their use. Unfortunately, the model only allows the choice of being carless to be captured if the annual mileage travelled using public transport is given in the dataset. Since this information is not available in most micro-census datasets, this model cannot be applied. Another interesting candidate is the Multiple Discrete-Continuous Extreme Value Model (MDCEV), as introduced by Bhat (2005). This model consists of a direct utility function and a budget restriction. It is assumed that it maps the utility maximisation process of a household, and is based on the assumption that a household chooses certain amounts of goods from a set of goods of different qualities in which the researcher may be interested, e.g. different types of wine. The model includes the possibility of a household choosing only the numeraire good, which is a basket of all the remaining goods apart from the goods of specific interest. Bhat and Sen (2006) adapted this particular modelling framework to the case where the different goods represent annual kilometres driven by different car types. There are two main drawbacks to their model: first, it ignores the fact that car ownership itself implies fixed costs. Second, it ignores the fact that car ownership and use have an impact on the household’s remaining budget that can be spent on other goods. Instead, they assume that the household’s total annual mileage is fixed and that it would simply choose how to split these kilometres amongst different car types. Both of these drawbacks violate the basic assumptions of microeconomic models.

De Jong (1990) applied a modelling framework as used in the paper by Dubin and McFadden (1984), which presented the so-called “Discrete-Continuous choice model” for the first time. This model captures a joint decision of deciding on one type of capital good and the intensity of using this capital good. Examples of such decisions are the choice of type of heating system and then the choice of room
Explaining the households' decision on car ownership and use using an approach based on an indirect utility function

Reto Tanner & Gerard de Jong

October 2015

1. Introduction to the model

In this section, we present the microeconomic demand system, which should map household behaviour. The basic idea behind this model is that the household computes its utility for two cases: case (a), when it decides not to own a car and spends all its income on other goods, and case (b) when it decides to own a car and to drive a certain annual distance. The household will then choose the case that yields the higher utility.

We start by describing how the Marshallian demand function relates to the level of utility given case (b) where the household chooses to own a car and bear the fixed costs of car ownership. Given the choice of owning a car, it is assumed that a household chooses the annual driving distance \( x_2 \) that provides the highest utility, given its income \( y \) net the fixed costs of car ownership \( k_2 \) and marginal driving costs \( p_2 \). Good one \( x_1 \) is a composite good containing all goods except for the capital good. The price of this composite good \( p_1 \) is regarded to be numeraire. Thus, utility \( x_1 \) can also be regarded as the utility of the remaining income after having paid for the expenditures for car ownership and its use, irrespective of whether this remaining income has been spent entirely on the composite good or whether it has been saved. Note that we assume that only car driving provides utility, not car ownership itself. We assume
that the household decision corresponds to a microeconomic modelling framework that corresponds to a log-linear Marshallian demand function \((2a)\):\(^1\)

\[
V_b = v(p_2, y - k_2, \alpha, \beta, \gamma s, \epsilon, c) = -\frac{1}{\alpha} e^{\epsilon x p p y + \epsilon} + \frac{1}{1 - \beta} (y - k_2)^{\beta}, \quad (1)
\]

\[
X_2 = x_2(p_2, y - k_2, \alpha, \beta, \gamma s, \epsilon) = e^{\epsilon x p p y} \cdot (y - k_2)^{\beta}. \quad (2)
\]

The Marshallian demand function can also be written in natural logarithms:

\[
\ln(X_2) = \alpha p_2 + \beta \cdot \ln(y - k_2) + \gamma s + \epsilon. \quad (2a)
\]

Note that the indirect utility function (1) and the Marshallian demand function (2) are linked by Roy’s identity, and that there is only a very limited set of Marshallian demand functions for which the corresponding indirect utility function is of a known and explicit form, enabling quick computation.\(^2\)

Here, \(s\) reflects socio-demographic variables of the household. The random variable \(\epsilon\) contains unobserved socio-demographic variables, with parameter vector \(\gamma\). Relevant unobserved household attributes could be the preference for car driving or a disability that prevents one member of the household from using public transportation. The Marshallian demand function (2) describes which driving distance the household would choose in case (b) and which utility level (1) it would reach in that case.

In the alternative case (a), the household chooses not to own a car. In this case, the complete income \(y\) is available to the household and the demand for car driving is zero by definition. The utility level of this case cannot be computed straightforwardly, since the direct utility function is unknown. Thus, we first have to compute the marginal cost of driving demand \(p_2\) that corresponds to a Marshallian demand of driving \((2)\) of zero for the case where the household’s budget is equal to its total income \(y\). We then have to plug this value into the indirect utility function (1):\(^3\)

\[
V_s = \frac{1}{1 - \beta} \cdot y^{\beta}. \quad (3)
\]

---

\(^1\) In fact, formulas (1) and (2) only hold if \(\epsilon < \epsilon_0\), where \(x_2(p_2, y, \alpha, \beta, \gamma s, \epsilon) = 0\). Later we will show that it is not necessary to consider the case \(\epsilon < \epsilon_0\), and thus we do not show what (1) and (2) would be in that case.

\(^2\) Roy’s identity is defined as follows: \(x_2(p_2, y) = -\partial v(p_1, p_2, y, \epsilon_2)/\partial \epsilon_2\). Applying Roy’s identity to (1) yields: \(\partial v(p_1, p_2, y)/\partial \epsilon = -\alpha \cdot e^{\epsilon x p p y} \cdot \gamma y^{\beta}\) and thus \(x_2(p_1, p_2, y) = \alpha \cdot e^{\epsilon x p p y} \cdot \gamma y^{\beta}\).

\(^3\) In the first step, I set (2) to zero: \(x_2(p_2, y, \alpha, \beta, \gamma s, \epsilon) = 0 \leftrightarrow e^{\epsilon x p p y} \cdot \gamma y^{\beta} = 0\). Note that the fixed costs are now zero, \(k_2 = 0\), since the household no longer owns a car. In this case, the Marshallian demand function is zero when \(p_2\) goes to infinity: \(p_2 \rightarrow \infty\). Note that \(a\) is negative, since the impact of the price on driving distance is negative.
The household will now decide to be carless if $V_a > V_b$ and the random variable $X_2$ is defined as follows:

$$X_2 = \begin{cases} V_a < V_b : 0 \\ V_a \geq V_b : e^{\gamma \epsilon + \alpha p_2} \cdot (y - k_2)^\beta, \end{cases}$$

(4)

where $V_a$ and $V_b$ are defined in (1) and (3) and we choose $\epsilon$ to be normally distributed with zero mean and standard deviation $\sigma$. From this follows the following probability function of $X_2$:

$$f(z) = \begin{cases} \Phi \left(\frac{\epsilon}{\sigma}\right) & z = 0 \\
0 < z < x_{2,\epsilon} : 0 \\
\Phi \left(\frac{\ln(z) - \alpha p_2 - \beta \cdot \ln(y - k_2) - \gamma s}{\sigma}\right) & z \geq x_{2,\epsilon} : \frac{1}{z \sigma} \cdot \phi \left(\frac{\ln(z) - \alpha p_2 - \beta \cdot \ln(y - k_2) - \gamma s}{\sigma}\right) \end{cases}$$

(5)

with $\theta = (\alpha, \beta, \delta, \sigma)$,

where $P_a(y, k_2, p_2, \alpha, \beta, \gamma) = P(V_a > V_b) = P(X_2 < x_{2,\epsilon}) = P(\epsilon < e_{\epsilon}) = \Phi \left(\frac{e_{\epsilon}}{\sigma}\right),$  

(5a)

and $e_{\epsilon} = \ln \left(\frac{\alpha}{1 - \beta} \cdot \left((y - k_2)^{1 - \beta} - y^{1 - \beta}\right)\right) - \alpha p_2 - \gamma s,$ \footnote{This follows from plugging $v_a(...) = v_b(...) \text{ for } \epsilon.}$

and $x_{2,\epsilon} = -\frac{\alpha}{1 - \beta} \cdot \left((y - k_2)^{1 - \beta} - (y - k_2)^{1 - \beta}\right) \cdot \phi \left(\frac{\ln(z) - \alpha p_2 - \beta \cdot \ln(y - k_2) - \gamma s}{\sigma}\right).$ \footnote{This follows from plugging in $e_{\epsilon} = ...$ into (2).}

$F(\bullet)$ is the cumulated density function corresponding to the random variable $\epsilon$, e.g. \(F(\epsilon) = \Phi(\epsilon/\sigma)\) for the case where $\epsilon$ is normally distributed with zero mean and standard deviation $\sigma$, where $\Phi(\bullet)$ is the cumulative distribution function of the standard normal distribution.

A very nice feature of this model is that both $e_{\epsilon}$ and $x_{2,\epsilon}$ can be computed explicitly. This enables very fast computation, opening the door to many extensions of the model when estimations are based on Simulated Maximum Likelihood Estimation.

Another pleasing and useful result is that the expectation value can also be computed explicitly. This is particularly useful when simulating the effects of changes in parameters or economic variables.

\footnote{The relation $V_a > V_b \iff \epsilon < e_{\epsilon}$ follows straightforwardly from (2a).}
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\[ E(X_2) = \exp \left( -\frac{1}{2} \cdot \frac{m^2 - (m + \sigma^2)^2}{\sigma^2} \right) \left( 1 - \Phi \left( \frac{\ln(x_{2c}) - (m + \sigma^2)}{\sigma} \right) \right) \] (6)

with \( m = \alpha p_2 + \beta \cdot \ln(y - k_2) + \gamma s \).

2. Estimation of the model parameters

The parameters will be estimated such that the model explains the real word data as effectively as possible. To this end, the maximum likelihood estimation (MLE) method will be applied. Unfortunately, the fact that, according to this model, there is no observation \( x_2 \) in the interval \( 0 < x_2 < x_{2c} \), such observations would cause a problem when applying the MLE method. This is because if any observation \( x_2 \) is in the interval \( 0 < x_2 < x_{2c} \), the MLE function will be zero and thus, in such cases, the MLE function cannot be maximised. Note that, in real data as displayed the observations \( x_2 > 0 \) in the histogram in Figure 1 below, there are always some observations in the interval \( 0 < x_2 < x_{2c} \) due to households misreporting or if they simply have an unusual preference for owning a car but use it sparingly. The following figure shows that such households exist, but are very rare. This is reflected in the observation in the histogram in the bin (0 ... 5,000) and parts of the observations in the bin [5,000 ... 10,000).

Figure 1: Empirical (histogram) and theoretical (red line) distribution for urban households with an income of CHF 108,000

Note that the height of the bars is normalised by factor \( 1/n \) so that the total surface of all bars equals one.

\( \text{Note that the height of the bars is normalised by factor } \frac{1}{n} \text{ so that the total surface of all bars equals one.} \)
Formula (5a) shows that the minimum driving distance depends only on parameters $\alpha$ and $\beta$ and the fixed cost $k_2$ of car ownership. Thus the estimation of parameters $\alpha$ and $\beta$ plays a crucial role with respect to the minimum driving distance. Changing parameters $\alpha$ and $\beta$ has an impact on whether some observations $x_2$ fall in the interval $0 < x_2 < x_{2,e}$, which leads to an MLE function equal to zero, meaning that parameter $\gamma$ cannot be estimated. We circumvent this problem by applying the following estimation routine:

1. Choose values for $\alpha$ and $\beta$.
2. Compute $x_{2,e}$ for each observation $n x_{2,e}$.
3. Eliminate all observations where $0 < x_2 < x_{2,e}$.
4. Estimate parameters $\delta$ and $\sigma$ by MLE conditional on $\alpha$ and $\beta$. Compute a penalty function that depends a) positively on the proportion of eliminated datasets, b) positively on the relative error of the difference between the average simulated proportion of carless households, c) positively on the actual proportion of carless households and d) on the difference between the average simulated expectation value of driving demand and the actual average driving distance. Note that the actual proportion of carless households and the actual average driving distance refer to the measures based on the dataset after eliminating the observations according to Step 3.
5. Repeat Steps 1 - 4 for a number of different values for $\alpha$ and $\beta$ (grid search). Choose values $\alpha$ and $\beta$ so that the lowest value of the penalty function is yielded.

For the MLE estimation, we use the following log ML function:

$$L(x, y, p_2, s, \theta) = \sum_{i=1}^{n} \ln(f(x_i)) =$$

$$= \sum_{i=1}^{n} I(x_i = 0) \cdot \ln \left( \Phi \left( \frac{e_{i,j}}{\sigma} \right) \right) + I(x_i > 0) \cdot \ln \left( \frac{1}{\sigma} \cdot \phi \left( \frac{\ln(z) - \alpha p_2 - \beta \cdot \ln(y - k_2) - \gamma s}{\sigma} \right) \right),$$

(7)

where $e_{i,j}$ and $\theta$ are defined in (5).

As the penalty function we chose

$$Q = c_1 \cdot \frac{1}{N} \sum_{iyc} \sum_{jrc} \left( \frac{n_{i,j} \cdot P_{sim,i,j}(X_2 = 0 \mid yc, rc) - \text{mean}(x_2 = 0 \mid yc, rc)}{P_{sim,i,j}(X_2 = 0 \mid yc, rc)} \right)^2 + ...$$

$$+ c_2 \cdot \frac{1}{N} \sum_{iyc} \sum_{jrc} \left( \frac{n_{i,j} \cdot E_{sim,i,j}(X_2 \mid yc, rc) - \text{mean}(x_2 \mid yc, rc)}{E_{sim,i,j}(X_2 \mid yc, rc)} \right)^2 + ...$$

$$+ \left( \frac{\# \text{ elim. observations}}{\text{size of initial datasets}} \right)^2,$$

(8)
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where \(rc\) and \(yc\) are the income and rural/urban segments of the data, \(rc = \{\text{“urban”}, \text{“rural”}\}\) and \(yc = \{18,36,60,84,108,132,156,180, 228\}\) in CHF 1000 per year and \(n_{i,j}\) denotes the number of observations within an income/(urban, rural) segment. \(P_{sim}\) is the average of the simulated probabilities, \(P_{real}\) is the actual proportion of carless households in the dataset, \(E_{sim}(X_2)\) is the average of the simulated expectation values of driving distance and \(\text{mean}(x_2)\) is the mean of the actual driving distance in the dataset. Expressions “\(E_{sim}(X_2) - \text{mean}(x_2)\)/\(\text{mean}(x_2)\)” and “\((P_{sim} - P_{real})/P_{real}\)” are the relative errors of the average of the simulated values, which could be called “replication errors”. Note that we use the simulated values \(P_{sim,i,j}(X_2 = 0 | yc, rc)\) and \(E_{sim,i,j}(X_2 | yc, rc)\) in the denominator for weighting differences between the simulated and actual values of the individual segments. We do this because some segments contain only a small number of observations. Only a very small share of carless households could therefore be contained in one of these segments, which would lead to a very high weight of the difference between the simulated and actual values. Since this could have a strong impact on the penalty function, this could distort the entire optimisation process. In contrast, the simulated values do not exhibit this problem, since their behaviour is rather “smooth” when income increases. In order to reduce this problem further, we set the empirical value of the proportion of carless households to 0.05. Here “dataset” relates to the dataset after eliminating the dataset from observations where \(0 < x_2 < x_{2,e}\). Expression “\(#\text{elim. observations/size of initial datasets}\)” corresponds to the percentage of eliminated datasets with respect to the initial number of datasets. Parameters \(c_1\) and \(c_2\) are weighting parameters. We chose \(c_1 = 0.5\), which means that both types of replication errors should be weighted about equally, and \(c_2 = 0.5\).

3. Data

The data we used to estimate the parameters is the micro-census data on the travel behaviour of Swiss households, Swiss Federal Statistical Office SFSO (2006). 33,000 households were interviewed. The dates of when the interviews were conducted were more or less distributed evenly over the year 2005. This dataset contains a vast number of information on travel behaviour, ownership of cars, motorbikes and bicycles, and information on the households. Since the purpose of this study is to investigate fuel demand, we will use the information on total kilometres driven by cars. Since in the present model we do not consider the choice of different car types, we will use the total annual kilometres driven by all households as a proxy for fuel demand. Since we are basically interested in the effect of fuel prices on the distance travelled and the decision of whether or not to own one or several cars, we will only use the household variables that appeared to have the most important impact on travel distance or fuel demand in other models. In this case, we will only use the income and the place of residence as explanatory variables, namely whether the households live in a rural area or in a non-rural area, which we denote as
“urban areas”. As in Bhat (2008)\(^8\), we choose the price of the composite good \(x_1\) to be the numéraire.\(^9\) Since \(p_1\) is one, amount \(x_1\) is nothing but income \(y\) minus the amount spent on driving, \(k_2 + p_2 x_2\), since we assume that households spend all of their income and do not save anything. Of course, it is a simplification to assume that households will spend all of their income on consumption, but no data on savings is available in the dataset. Furthermore, savings can also be regarded as providing utility since having savings allows for future consumption and contributes to a positive feeling of having money set aside.

Note that, since our model captures only one car type, it is considered to be an “average car”. The fixed costs of maintaining a car and the marginal costs of driving are thus assumed to be equal to those of an average car owned by a Swiss household. The values we retain for \(k_2\) and \(p_2\) were taken from the Swiss touring club TCS (2007) and comprise:\(^10\)

\[
k_2 = 7000 \text{ and } p_2 = 0.1601 + 0.0778 \cdot p_{\text{fuel}}, \text{ all units are in CHF.} \tag{9}
\]

Note that the annual fixed costs \(k_2\) mainly consist of depreciation, which is unrelated to the car’s use, such as rusting, and loss in value due to the technical progress of new cars, capital costs, taxes on car ownership and parking costs. Since we neglect such costs as evaluation and registration costs, we assume that owning a car is similar to renting a car and that households can switch from owning a car to being carless without any cost. The costs dependent on the number of kilometres driven consist of fuel costs \(0.0778 \cdot p_{\text{fuel}}\) and non-fuel-related variable costs such as the wear of tyres and mechanical components, which account for CHF 0.1601 per kilometre. The fuel price \(p_{\text{fuel}}\) is the average fuel price from the last twelve months prior to interviewing the household to which the information on annual driving distance refers.\(^11\)

---

\(^8\) “If an outside good is present, label it as the first good which now has a unit price of one,” Bhat (2008: 290). Note that Bhat denotes an “outside good” as a good that is always chosen.

\(^9\) This is reasonable since the price of a composite good is a price index, and a price index is scale-free.

\(^10\) According to TCS (2007), the total annual costs of an average car amounted to CHF 11,600 when the annual distance driven was 15,000 kilometres (km). 17.4% of these costs, namely CHF 2,018.4, were fuel costs. Based on the average fuel price paid for petrol 98 octane of CHF 1.729/litre in 2007 (SFSO 2009), it can be computed that the TCS (2007) based this fuel cost on a fuel consumption of 7.7825 litres/100 km: \(\frac{\text{CHF} 2,018.4/15,000 \text{ km}}{\text{CHF} 1.729/\text{litre}} = 7.7825 \text{ litres}/100 \text{ km}\). The fuel costs of an average car per kilometre are therefore 7.7825 litres/100 km/100 multiplied by the fuel price per litre paid by households. Non-fuel-related marginal costs of a car were calculated to be 20.7% of the total costs, \(0.207 \cdot \text{CHF} 22,600 = \text{CHF} 3,312\), amounting to \(\text{CHF} 3,312/15,000 \text{ km} = \text{CHF} 0.1601/\text{km}\), see TCS (2007).

\(^11\)The computation of \(p_{\text{fuel}}\) is based on the monthly average price of petrol 98 octane, as published by the SFSO (2009a).
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<table>
<thead>
<tr>
<th></th>
<th>mean ( x = 0 )</th>
<th>mean ( x )</th>
<th>sdev ( x )</th>
<th>min ( x )</th>
<th>max ( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_2 )</td>
<td>0.1890</td>
<td>13,890</td>
<td>12,195</td>
<td>0</td>
<td>59,731</td>
</tr>
<tr>
<td>( y )</td>
<td>--</td>
<td>80,187</td>
<td>43,373</td>
<td>18,000</td>
<td>228,000</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>--</td>
<td>7,000</td>
<td>0</td>
<td>7,000</td>
<td>7,000</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>--</td>
<td>0.2745</td>
<td>0.0036</td>
<td>0.2692</td>
<td>0.2838</td>
</tr>
<tr>
<td>rural</td>
<td>0.7717</td>
<td>0.2283</td>
<td>0.2745</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Summary statistics of the data, SFSO (2006)\(^\text{12}\)

Note that observations of driving distance \( x_2 \) with more than 60,000 kilometres were eliminated, since these observations are considered to have been reported incorrectly. Note that these observations would strongly influence the MLE value and would therefore cause biases in the parameter estimation.

4. Results

We used a very simple specification where the dummy variable “rural” was the only socio-demographic variable. This is because we wanted to be able to split the data into the segments “rural”/“urban” for each income category. This will allow us to compare the probability function to the histogram of observations of driving distance \( x_2 \) for each such segment, giving us an intuitive idea of the model’s fit to the data. For parameters \( a \) and \( b \), we chose grids with ranges \( \alpha = -2.5, \ldots, -0.4 \) and \( \beta = 0.1, \ldots, 2.0 \).\(^\text{13}\)

We computed the standard deviation of the parameters and the elasticities by the bootstrapping method. We randomly sampled 20 times each 5000 draws from the dataset and estimated the parameters and the elasticities.

\(^{12}\) Note that these values refer to the complete dataset. In the estimation of the model given optimal values for \( a \) and \( \beta \), some observations will be omitted. Around 11.8% of all observations will be omitted.

\(^{13}\) The values of the grid were: \( \alpha = (0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.2, 2.5) \) and \( \beta = (0.1, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.9, 0.95, 1.05, 1.1, 1.2, 1.3, 1.4, 1.5, 1.7, 2.0) \).
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<table>
<thead>
<tr>
<th>point estimate</th>
<th>sdev</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{opt}$</td>
<td>-1</td>
<td>0.020</td>
</tr>
<tr>
<td>$\beta_{opt}$</td>
<td>0.4</td>
<td>0.014</td>
</tr>
<tr>
<td>$\delta_0$</td>
<td>5.2367</td>
<td>0.150</td>
</tr>
<tr>
<td>$\delta_{total}$</td>
<td>0.29785</td>
<td>0.008</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.6167</td>
<td>0.006</td>
</tr>
<tr>
<td>$N$</td>
<td>18408</td>
<td></td>
</tr>
<tr>
<td>${c_1,c_2}$</td>
<td>(0.5,0.5)</td>
<td>-</td>
</tr>
<tr>
<td>dropout rate</td>
<td>11.8%</td>
<td></td>
</tr>
<tr>
<td>$(P_{sim} - P_{real})/P_{real}$</td>
<td>-17.9%</td>
<td>-</td>
</tr>
<tr>
<td>$(E_{sim}(X_2) - \text{mean}(x_2)) / \text{mean}(x_2)$</td>
<td>-0.47%</td>
<td>-</td>
</tr>
<tr>
<td>Penalty value</td>
<td>0.0299</td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{E(X_0),y}$</td>
<td>0.517</td>
<td>0.018</td>
</tr>
<tr>
<td>$\epsilon_{E(X_0),p_1}$</td>
<td>-0.322</td>
<td>0.007</td>
</tr>
<tr>
<td>$\epsilon_{E(X_0),p_{real}}$</td>
<td>-0.135</td>
<td>0.003</td>
</tr>
<tr>
<td>$\epsilon_{P(X_0),y}$</td>
<td>-0.936</td>
<td>0.025</td>
</tr>
<tr>
<td>$\epsilon_{P(X_0),p_1}$</td>
<td>0.599</td>
<td>0.014</td>
</tr>
<tr>
<td>$\epsilon_{P(X_0),p_{real}}$</td>
<td>0.252</td>
<td>0.006</td>
</tr>
<tr>
<td>$\epsilon_{P(X_0),k_2}$</td>
<td>2.249</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Table 2: Elasticities and additional results based on the dataset SFSO (2006).\(^{14}\)

Our model assumes no costs when switching from owning a car to being carless, and vice versa, and thus our elasticities can be interpreted as long-term elasticities. Our value for the fuel price elasticity (-0.14) of driving demand is clearly lower in absolute value than the average values determined in international studies (-0.29), such as in Goodwin et al. (2004). However, it is not much lower than those determined for Switzerland by Baranzini et al. (2009) for fuel demand using Swiss time series data (-0.20) or Axhausen and Erath (2010) using Stated preference data (-0.15). Note that the elasticities of fuel demand are higher than the elasticities of driving demand in absolute terms, since the part of the

\(^{14}\) Note that the symbol “$\epsilon$” stand for elasticities. The symbol “$\epsilon_{E(X_0),y}$” stands for the relative change of the expectation value of the driving distance given a one percent increase in income, $\epsilon_{E(X_0),y} = \partial E(X_0)/\partial y \cdot \text{mean}(y)/E(X_0)$. The symbol “$\epsilon_{P,y}$” stands for the relative change of the probability of being carless given a one percent increase in income, $\epsilon_{P(X_0),y} = \partial P(X_0 = 0)/\partial y \cdot \text{mean}(y)/P(X_0 = 0)$. Note that elasticities $\epsilon_{P(X_0),p_1}$ and $\epsilon_{E(X_0),p_{real}}$ were computed from $\epsilon_{E(X_0),p_{real}}$ and $\epsilon_{E(X_0),p_1}$ by multiplying by a factor of 0.42. This follows from $\epsilon_{E(X_0),p_{real}} = \partial E(X_0)/\partial p_{real} \cdot P_{real}/E(X_0) = \partial E(X_0)/\partial P_{real} \cdot p_{real} / E(X_0), \partial P_{real} / p_{real} = \epsilon_{E(X_0),p_1} \cdot \epsilon_{P,2}/\partial P_{real} \cdot P_{real}/P_2$. The expression $\epsilon_{P,2}/\partial P_{real} \cdot P_{real}/P_2$ yields $\epsilon_{P,2}/\partial p_{real} \cdot P_{real}/p_{real} = 0.0778 - (0.2745 - 0.1601)/0.0778 \approx 0.2745 = 0.4167$. This follows from (9) using the average price $p_2 = 0.2745$ from Table 2.
reduction effect of fuel consumption is due to a shift towards more fuel-efficient vehicles. Goodwin et al. (2004) determined values (-0.64) versus (-0.29).

The income elasticity of aggregate driving distance we obtained (0.52) is also slightly lower than the average values established in international studies (0.73) by both Graham and Glaister (2005) and Goodwin et al. (2004) or Axhausen and Erath (2010) using Stated preference data (0.829) for total long-run demand for fuel and for total long-run demand for petrol only (0.627). Note that in this case, too, the elasticities relating to fuel demand are higher than those relating to distance driven, since households with a higher income tend to buy larger cars that consume more fuel.

The value \( \varepsilon_{p(x,0)\|p_{car}} = -0.053 \) can be computed from \( \varepsilon_{p(x,0)\|p_{car}} \), and reflects the decrease in percentage of households that own a car if the fuel price increases by one percent.\(^\text{15}\) In our modelling world, which consists of only zero or one-car households, this reflects the elasticity of total cars in the economy with respect to fuel price. Our value is roughly in the range indicated by Johansson and Schipper (1997) (-0.2..0.0, best guess -0.1). In contrast, the value we obtain for the elasticity of total cars in the economy with respect to income is \( \varepsilon_{p(x,0)\|y} = 0.200 \), which is quite lower than the values found by Johansson and Schipper (1997) (0.75..1.25, best guess 1.00) and Dargay (2001) (0.74). We explain this difference by the fact that our elasticities refer to the case of “at least one car”, and that the income elasticity for buying a second or even a third car can be assumed to be greater since the latter can be considered a luxury good. In contrast, \( \varepsilon_{p(x,0)\|k_2} = -0.480 \) is quite larger in absolute terms compared to the values determined by Dargay (2001) (-0.26) and Johansson and Shipper (1997) (-0.127..-0.063) for the elasticity of the car stock with respect to the car’s fixed costs. In their model, this tax was imposed by a tax on car purchase. Annualising one unit of this tax yields an increase in the fixed costs of car ownership of about 2%, yielding a 0.6% decrease in car stock. Thus, a 1% increase in fixed costs would reduce the vehicle stock by 0.3%. However, it is also important to note that the results found in international studies for the elasticity of car ownership vary greatly and thus it is hard to judge whether the values a model yields are plausible. In our eyes, our value \( \varepsilon_{p(x,0)\|k_2} = -0.481 \) is plausible for Swiss data, since households may easily switch to public transportation in Switzerland, if driving costs increase.

Although our model consists of only five parameters, namely \( \alpha, \beta, \delta_0, \delta_{\text{rural}} \) and \( \sigma \), the model fits very well to the data. Since we used only the dummy variable “rural” and since income is quantified in nine

\(^{15}\) \( \varepsilon_{p(x,0)\|p_{car}} = \partial P(X_2 > 0)/\partial p_{car} \cdot p_{car}/P(X_2 > 0) = -\partial P(X_2 = 0)/\partial p_{car} \cdot p_{car}/P(X_2 = 0) \cdot P(X_2 = 0)/P(X_2 > 0) = \cdots = \varepsilon_{p(x,0)\|p_{car}} \cdot (-1) \cdot P(X_2 = 0)/P(X_2 > 0), \) and \( P(X_2 > 0) = 1 - P(X_2 = 0) \). We used the simulated values for \( P(X_2 = 0) \) which we calculated from Tables 1 and 2. This results in \( (-1) \cdot P(X_2 = 0)/P(X_2 > 0) = -0.2135 \).
discrete values of $y = \{18, 36, 60, 84, 108, 132, 156, 180, 228\}$ in CHF 1000, we can check whether the density functions fit the eighteen individual segments well.

These diagrams show that the model fits the data quite well. Note that these diagrams cover 10,275 observations, which is more than half of the total observations. In spite of the quite good fit of the model’s density functions, there are differences between the empirical values and the model’s probability of being carless and the expectation value of driving distance. These are summarised in the following diagram.
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These results show that in the range with the most observations, the difference between the model’s expectation value and the empirical value of the corresponding income segments decreases. This implies that the model’s elasticity with respect to income is too low, which might imply the difference between the model’s elasticities and the elasticities found by other researchers.

An issue that could arbitrarily influence the results is the choice of parameters $c_1$ and $c_2$ of the penalty function. We therefore checked to see whether choosing different values for $c_1$ and $c_2$ would have a strong impact on the measures of interest, namely elasticities. In the first trial, we computed all results for the following combinations of $c_1$ and $c_2$: $(c_1, c_2) = \{(0.5, 1.0), (1.0, 0.5), (1.0, 1.0)\}$. In all these cases, the optimal values for $\alpha$ and $\beta$ were the same as in the benchmark case $(c_1, c_2) = (0.5, 0.5)$. The resulting optimal values $\alpha$ and $\beta$ and elasticities only change if we increase parameters $c_1$ and $c_2$ further, $(c_1, c_2) = \{(1.0, 2.0), (2.0, 1.0), (2.0, 2.0)\}$. In the most extreme cases $(c_1, c_2) = (2.0, 1.0)$ or $(c_1, c_2) = (2.0, 2.0)$, the measures of most interest, the elasticity of driving demand with respect to income and with respect to fuel price, increase by 14% and 42%, respectively, in absolute terms. However, since the dropout rate of observations in the dataset increases from 11.8% in the benchmark $(c_1, c_2) = (0.5, 0.5)$ to 18.5% in the cases $(c_1, c_2) = (2.0, 1.0)$ and $(c_1, c_2) = (2.0, 2.0)$, we do not consider choices $(c_1, c_2) = \{(1.0, 2.0), (2.0, 1.0), (2.0, 2.0)\}$ to be feasible, since the dropout rate is too high in our view.

Another interesting point to consider is comparing the results we obtain using this model with those yielded by the MDCEV of Tanner and Bolduc’s (2014) model, which is based on a direct utility function.
Table 3: Elasticities compared to Tanner and Bolduc (2014)

Note that “60,000 km” means that, when computing the expectation value, the upper limit of the integral is limited to 60,000 km, due to a heavy tail problem of the distribution used in that model. In the following, we only consider this case when we refer to the model of Tanner and Bolduc (2014). The above table shows that both elasticities that are of most interest, $\varepsilon_{E(x_{1})}^{y}$ and $\varepsilon_{E(x_{1})}^{P_{rel}}$, are substantially larger in Tanner and Bolduc (2014) “60,000”, namely by about 50% and 100%, respectively. In contrast, both elasticities with respect to the cars’ fixed costs, $\varepsilon_{E(x_{2})}^{k_{2}}$ and $\varepsilon_{P(x_{2}=0)}^{P_{rel}}$, are smaller in the case of Tanner and Bolduc (2014), namely by about 30% and 45%, respectively. Also, $\varepsilon_{P(x_{2}=0)}^{P_{rel}}$ and $\varepsilon_{E(x_{2})}^{P_{rel}}$ are smaller in the case of Tanner and Bolduc (2014), namely by about 30% and 45%, respectively. In contrast, the elasticity of being carless with respect to income $\varepsilon_{P(x_{2}=0)}^{k_{2}}$ is 50% larger in Tanner and Bolduc (2014). There is no straightforward explanation for these differences. One reason could well be that, in the case of Tanner and Bolduc (2014), the penalty function is designed differently, as the difference of the forecasted proportion of carless households and the expectation value of driving demand were each computed on the aggregate level and not as a weighted sum of the squared deviations at the segment level as in (9).

$$Q = c_1 \cdot \left( \frac{P_{sim} - P_{real}}{P_{real}} \right)^2 + c_2 \cdot \left( \frac{E_{sim} - E_{real}}{E_{real}} \right)^2 + \left( \frac{\# \text{ elim. observations}}{\text{size of initial datasets}} \right)^2. \quad (10)$$

Another reason could well be the different specification of the model, in particular, the different assumptions on the error term and the choice of a model based on a direct utility function. Despite the differences in results, most of the resulting elasticities are in the range determined by other studies. Note
that the standard deviations of the elasticities of both this model and that of Tanner and Bolduc (2014) are rather small. Note that, in this model, standard deviations are computed using the bootstrapping method. Twelve 10% random samples were taken from all observations.

Conclusions and further work

While the adaptation of the model’s probability function to the empirical observations seems to be very good, see Figure 2, there is a potential to reduce the error of the forecasted driving distances for the different income segments. One way to improve this could be to introduce a fixed utility of car ownership. Unfortunately, the first trial to find such a solution failed. This was because no plausible measure could be found to determine the optimum level of utility to be added for car ownership. Using the value of the penalty function yielded no clear result. Another possibility is to choose the fixed costs of car ownership $k_2$ as an endogenous variable. We would expect the resulting value for $k_2$ to be lower than the economic value. The difference would denote a hedonic value for owning a car. The disadvantage would be that we would leave the pure microeconomic framework, where all economic variables reflect observed and thus true values, and the difference in behaviour between individuals given the same economic variables are explained by differences in preferences. The first trial also failed in this case because the use of the value of the penalty function yielded no clear outcome concerning which value would be the best for $k_2$.

Another option would be to use a model based on a Marshallian demand function that is linear in both income and driving costs. Since, in this case, it would not be realistic for the standard deviation of driving distance to be equal for small distances and large distances, we developed a modelling approach where the standard deviation depends on income, which is the variable that has the greatest impact on driving distance.

We will also recalibrate the model using stated preference data where the fuel price varies much more strongly than in the SFSO (2006) data.

Further research must also be conducted to determine the differences in results between this model and Tanner and Bolduc (2014).

We also need to conduct research into the problem that some segments contain only a small number of observations and thus the proportion of carless households may be very low for statistical reasons alone. We may need to adapt the penalty function in order to avoid data from such segments that are “outlyers” having too great an impact on the penalty function, which could bias parameter estimates and thus elasticities.
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